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ABSTRACT

This research is to provide a comprehensive forecast of the automotive industry, with a
primary focus on advancements in environmental sustainability and vehicle design optimization.
As concerns about climate change and fossil fuel depletion continue to escalate, there is a
pressing need to assess the potential benefits of alternative transportation options. Hybrid
vehicles and those with reduced engine displacement and cylinders have garnered considerable
attention due to their ability to mitigate greenhouse gas emissions and reduce reliance on fossil
fuels. In this study, a diverse range of data science techniques, including prediction models,
linear regression, and time series analysis, are employed to forecast the industry's trajectory.
The investigation leverages datasets sourced from the Environmental Protection Agency (EPA),
encompassing information on cars in the United States from 2013 to 2022, with a specific focus
on CO2 emissions as the target output to be reduced. By analyzing these datasets, the research
aims to evaluate the strength of smaller engine sizes, reduced engine displacement, air
aspiration methods, and fewer cylinders on various critical parameters, including emissions,
miles per gallon (mpg), and overall efficiency. Utilizing data science techniques, prediction
models, and time series analysis, the research seeks to uncover trends, patterns, and insights
into the impact of sustainable automotive technologies on emissions reduction and fuel
efficiency. Through a thorough examination of the data, the study aims to provide robust
evidence supporting the benefits of hybrid vehicles and vehicles with optimized engine designs
in promoting environmental sustainability. A deeper understanding of the relationship between
engine design parameters and environmental impact will enable the automotive industry to steer
toward more eco-friendly practices. Ultimately, the results will contribute to the formulation of
informed decisions and policies that promote greener transportation options, fostering a positive
impact on climate change mitigation and reduced reliance on fossil fuels.

I.INTRODUCTION
Manufacturers within the automotive industry are under increasing pressure to enhance

the environmental sustainability of their products while optimizing vehicle design for efficiency
and performance. This research provides a valuable model that can provide information on the
automotive industry's future trajectory, enabling manufacturers to anticipate trends and adapt
their strategies accordingly. By accurately forecasting advancements, manufacturers can plan
research and development efforts, allocate resources efficiently, and invest in technologies that
align with the projected improvements. This proactive approach can foster innovation, drive the
adoption of greener technologies, and contribute to building a competitive advantage in a rapidly
evolving market. Government agencies and policymakers can benefit from the research findings
to shape regulations and policies that encourage and accelerate sustainable practices within the
automotive industry. The ability to forecast improvements can guide the formulation of realistic
and effective emission standards, incentives for adopting cleaner technologies, and
infrastructure development for electric vehicles. This research can aid in setting achievable
targets and establishing a roadmap for a more sustainable transportation ecosystem.
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Consumers play a pivotal role in driving demand for eco-friendly vehicles. With access to a
model that can forecast CO2 emissions of vehicles based on a few variables, it will be able to
improve environmental sustainability and vehicle design. The automotive industry's
environmental footprint is a critical concern for global sustainability efforts. Forecasting
improvements in environmental sustainability can have a positive impact on reducing
greenhouse gas emissions, air pollutants, and overall resource consumption. This research
contributes to society's broader goals of mitigating climate change and promoting a cleaner
environment. Academic researchers and industry professionals can build upon the model in this
research to further explore specific areas such as energy-efficient vehicle technologies,
alternative fuels, and advanced materials. The accurate forecasts provided by this research
serve as a foundation for more focused and targeted studies, enabling the development of
innovative solutions that align with the anticipated industry improvements. The automotive
industry has a substantial economic impact, contributing to employment, trade, and economic
growth. Accurate forecasting of improvements allows stakeholders to make well-informed
decisions, potentially attracting investments in areas that promise high growth and sustainability.
Moreover, the adoption of cleaner technologies and optimized designs can lead to cost savings
for both manufacturers and consumers, fostering economic resilience and stability. In summary,
this research offers actionable insights into the future trajectory of the automotive industry,
benefiting manufacturers, policymakers, and society at large. By facilitating informed
decision-making and strategic planning, the research contributes to a more sustainable and
efficient automotive sector, aligning with broader global sustainability goals and shaping the
industry's evolution towards a greener future.

II.METHODS/METHODOLOGY
Data from the US Department of Energy covering the years 2013 to 2022 was obtained.

The dataset includes information on CO2 emissions, vehicle specifications, annual costs, miles
per gallon, etc.

Image 1:
A list of all datasets that were combined for the final dataset

Categorical variables within the dataset are converted into numerical values using
predefined mappings. For instance, the categorical variable 'Air Aspiration Method Desc' is
mapped to numerical values based on the degree of aspiration, and 'Regen Braking Type Desc'
is encoded to represent the type of regenerative brake system used. These transformations
enhance the dataset's suitability for analysis and modeling. A correlation matrix was performed
to understand the relationships among variables. Using correlation, features were analyzed to
determine the relationship between the feature and other features in the data file. An
assumption that was made before taking the correlation data is that with turbochargers, engines
will be more efficient, with regenerative braking and batteries, cars will produce less CO2
emissions, and have lower fuel costs. The 'df1' DataFrame is created by extracting the selected
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features that were highly correlated such as model year, division, carline, engine displacement,
cylinder count, gear count, air aspiration method, battery specifications, regenerative braking
type, fuel costs, and CO2 emissions. Additionally, the features are renamed for ease of
reference and analysis.

Image 2: Data Cleaning and Processing

Image 3: Creating DF1 Dataframe; Correlation Matrix
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The dataset is split into training and testing sets, with 60% of the data allocated for training and
40% for testing. The model is trained on the training data (X_train, Y_train), and predictions are
made using the test data (X_test). The accuracy of the model is evaluated using the R2 score,
which quantifies the proportion of variance in the target variable explained by the model. By
implementing the LinearRegression class from the sklearn library, we established predictive
relationships between CO2 emissions and attributes like engine displacement, cylinder count,
gear count, etc. Accuracy was gauged using the R2 score. A score of around 86.6% was
achieved using the linear regression model.

Image 4: Linear Regression
Following the linear regression model and results, Time series analysis is conducted to uncover
temporal patterns and trends in CO2 emissions data. The model year is converted into a
datetime format to facilitate compatibility with time series models. The time series data is set
with the model year as the index and saved as a new CSV file. The analysis involves the fitting
of Seasonal ARIMA (AutoRegressive Integrated Moving Average) models to capture
seasonality, trend, and noise in the data.
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5: Setting up Time Series Model
The code employs the autocorrelation_plot function from pandas.plotting to visualize the
autocorrelation of the time series data. This plot aids in identifying potential autocorrelation
patterns at different lags, helping determine appropriate parameters (p and q) for the ARIMA
model.

Image 6: Autocorrelation Plot 2013-2022
2022 autocorrelation plots were made to be able to view the graphs more efficiently.
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Image 7: Autocorrelation Plot 2022
Based on the insights gained from the autocorrelation plot and domain knowledge, the order
parameters for the ARIMA model are chosen. This includes the order of differencing (d), the
number of autoregressive terms (p), and the number of moving average terms (q). The time
series data is split into training and testing sets using a split ratio of approximately 67:33. The
ARIMA model is iteratively fitted to the training data using a loop. For each iteration, a new
observation is added to the history of past observations, and a forecast is generated using the
fitted model. The predicted values (predictions) are accumulated in the predictions list. The
accuracy of the ARIMA model's forecasts is evaluated using the root mean squared error
(RMSE). The mean_squared_error function from sklearn.metrics is employed to calculate the
RMSE between the actual test data and the predicted values. The model was able to achieve a
RMSE value of 75. The actual test data and the predicted values are plotted using matplotlib.
This visual comparison allows an assessment of how well the ARIMA model aligns with the true
values and provides insights into the model's forecasting performance.
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Image 8: Time Series Model; Predicted vs. Actual Plot
The graph above displays the predicted values(red) versus the actual values(blue) from the data
set. The two are very close together, showing the accuracy of this prediction model. The
plot_diagnostics method provided by the fitted ARIMA model is used to visualize its diagnostics.
This includes assessing the distribution of residuals, checking for normality, and examining
autocorrelation of residuals.
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Image 9: Diagnostic Plots of Time Series Model
Additionally, line plots and density plots of residuals were created to identify any patterns or
deviations from randomness. In the Normal Q-Q plot, it shows the expected distribution(red)
compared to the predicted distribution(blue). In the plot, the predicted and expected are similar,
showing that the predictions are relatively accurate.

Image 10: Plotting Density
The results in the density plot below display the mean as 0.027, so as it is closer to 0, there is
less bias in the model.
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Image 11: Density Plot

III. RESULTS/ANALYSIS
The results obtained from the data analysis and modeling process shed light on significant
insights regarding the automotive industry's trajectory with respect to environmental
sustainability and vehicle design optimization. This section discusses the key findings and
implications derived from the conducted research. The correlation analysis revealed notable
relationships between various attributes and CO2 emissions in automobiles. Among these,
engine displacement, cylinder count, gear count, and air aspiration method exhibited
correlations with CO2 emissions. These correlations align with the initial assumption that
attributes such as turbocharging and regenerative braking would contribute to lower CO2
emissions and enhanced fuel efficiency. The linear regression model provided a predictive
framework for CO2 emissions based on the selected features. The model achieved an
impressive R2 score of approximately 86.6%. This score indicates that around 86.6% of the
variance in CO2 emissions can be explained by the linear relationship with the chosen
attributes. Notably, attributes such as engine displacement, cylinder count, and battery
specifications played pivotal roles in the model's accuracy. The high R2 score demonstrates the
efficacy of the linear regression model in capturing the relationships between features and CO2
emissions. The time series analysis using ARIMA modeling facilitated the identification of
temporal patterns and trends in CO2 emissions data. The model achieved a Root Mean
Squared Error (RMSE) of approximately 75. This RMSE value provides an indication of the
average difference between the actual CO2 emissions and the model's predicted values. While
the RMSE value is a bit higher than desired, it still shows the model's ability to capture and
predict trends over time.

IV.DISCUSSION/CONCLUSION
In conclusion, this research project set out to provide a comprehensive forecast of the
automotive industry's trajectory, focusing on advancements in environmental sustainability and
vehicle design optimization. By employing data science techniques such as linear regression
modeling and time series analysis, the study aimed to uncover insights that could guide
manufacturers, policymakers, consumers, and other stakeholders toward a greener and more
efficient automotive sector. The findings of this research contribute valuable insights to multiple
dimensions of the automotive industry. Manufacturers can leverage the accurate forecasting
capabilities of the linear regression model to anticipate trends and align their strategies with
projected improvements. Policymakers have the opportunity to shape regulations and policies
that accelerate the adoption of sustainable practices, thereby promoting a cleaner transportation
ecosystem. Consumers are empowered to make informed decisions when purchasing vehicles,
contributing to a greener future and potentially reducing operational costs. Furthermore, the
research underscores the environmental impact of the automotive industry and how
advancements in sustainability can lead to reduced emissions and resource consumption.
Academic researchers and industry professionals can build upon these findings to further
explore energy-efficient vehicle technologies and alternative fuels. From an economic
perspective, stakeholders can make well-informed decisions and attract investments in areas
that promise both growth and sustainability. In essence, this research serves as a roadmap for
stakeholders to navigate the evolving landscape of the automotive industry. By fostering
informed decision-making, strategic planning, and sustainable practices, the research
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contributes to a more environmentally conscious and efficient automotive sector. As the industry
continues to evolve, these insights will play a pivotal role in steering the course toward a
greener and more sustainable future.

For the full project, see github link below.
Github
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